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Increasing Threats of Deepfake Identities 8 Phase 2 Mitigation Measures

Abstract

Deepfakesare a type of synthetic mediaii commonlygeneratedusing artificial
intelligence/machine learning (AlI/ML)i presentingplausible and realistic videos pictures,
audio or text of eventswhich neverhappened In Phasell of our work, we build upon our
Phasel findings and offer more in-depth suggestionsfor organizationa) legislative, and
regulatoryapproachesto combat the impendingthreat of deepfakeidentities in three use
cases Thefirst use case addressescontent offered by creators, ownersand immediate
userslike media organizations non-government organizationsNGO3$, law enforcementand
legalinstitutions that rely on this content. The second use case addresses content
disseminated in the broadcast environment where social media platforms and news
organizations may be used as vehicles to disseminate false, misleading artinuately
harmful information with broad impacts of varying magnitud@hethird use case addresses
content associatedwith realtime or live scenariosfor identity proofingand verificationto
enable and offer servicesand products. Therealtime or nearrealtime nature of the
interaction in these scenariosmake imagery, video and audio content of particular
importance. We evaluated these use cases and developed a generalized framework for
combatting deepfakesiincluding an associatedchecklistiand make recommendations for
future work along each of the five aspects of the framework: Establish Policies and Support
Legislation; Identify Deepfakes; Demonstrate Integrity, Authenticity, and Provenance; Act
Appropriately; and Engineer the Emanment.
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TERMI NOLOGY ACKNOWLEDGEMENTS: The terms 0Kl ee
once represented specific products from a single manufacturer, yet today, through common

use (or misuse) they are universally recognized as representative of a class of products,
regardless of manufacturer. Across the broad
have acquired a similar connotation to any synthetic media. Our team does not endorse

such misuse of the term, but we are pragmatists. As a result, in this papeewill
occasionally use the term o0deepfakesdé to refe
whet her it truly represents a O60deepfake. 6



Introduction

In 2021, our Team summarized the challenges that deepfakes, synthetic media, and

di sinformation pose to our society in a repor
| d e n tliWe noted thab these challenges can impact individuals and institutions from

small businesses to nation states, but that there may be opportunities to mitigathe threat.

This report discusses some of those mitigations in the context of three specific use cases:
(1) Organizations which seek tactively demonstrate the authenticityf recorded content
they have created; (2) Organizations whidiroadcastrecorded content created by others;
and (3) Organizations engagedid r ¢ a Ime 6 ¢ 0 mmuwith indiviauals, whresein the
organization seeks to verify that the individual is not a synthetic representation.

Organizations to whom the first environment appbecould include news media, law
enforcement,equipment manufacturers,and nongovernment organizations (NGOs) which

seek to present factual representations of events, because their success depends on others

(i.e., the public or their customers) acceptindne reality of what is being presented. The

second environmentincludes the nevs media, but dso includes social media service

providers and other providers of thirgharty content. In this second environment, there may

or may not be a demand fromtherecipent s of the content (e.g., ©
authenticity provided. Finally, organizations operating in the third environment could include

both commercial and government entities which seek to provide services to customers, but

have a need to vefy that the customers are real people in order to avoid fraud.

While the first two environments describe the delivery of content to a customer, the third
environment would have the customer delivering the content. The degree to which that
content is acceped by the recipient will depend onleepfake mitigation measures
incorporated into the processwhich we describe below. Regardless of the environment,
however, the ultimate decision regarding whether to accept the content as real or not will
come down to ndividual human beings, who will need to be prepared.

Organization of this Report
This report is organized as follows:

1 We first describe three broad use casesioting individuals or organizationsvhich
may beaffected and the primary challenge deepfakes possithin that use case.

1 We then offer ageneral framework for combatting deepfakes with several elements,
whose importance will vary witluse case.

1 Finally, we identify ways in whicthose elements may be implemented today, or in
the future.

1 Several appendices are included to provide the interested reader with more insight
into some of the specific concepts described herein.
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Use Case #1: Content Creats/Owners

The maliciousmisuse of synthetic contentand deepfakes pose a threat t@any company,
organization, or government entity that relies gpublic-o r a ¢ u grusbtoreehiefiests
mission. When seeing is no longer believing, trust@@mpanies,non-government
organizations, law enforcement agencies, and the legal system erod&sgilitating an
inherently unstableand distrustingenvironment.Badfaith actors wil weaponize this
environment of distrust to further polarize an already fractured publimstead of fair
scrutiny, original content creators may face pessimistic doufsom an audience weanrof, or
susceptibleto, deepfakes.While tis papercritically looks at the implications within the
judicial system we acknowledge other classes of content creatorsho have a need to
ensure their content is legitimate and authenticsuch as

1 A journalist investigates a refugee camp and reports on tleenditions through
photographs and recorded interviews with refugees.

An NGQCollecting satellite imagery to report on ecological changes to an area
Several individualsusing their phones to record an incident involving police
attempting to detain an individual.

= =

Use CaseDuring a child custody case in Britain in 2019, one of the parties introduced an

audio recording of her former husband being verbally abusive to their child in an eftorget

full custody?! The former husband admitted that the recording sounded likem, but he was

adamant that the recording was noactuallyhim.o Thi s i s al ways a diffic
as a lawyer, where you put corroborating contragyidence to your client and ask them if

they would like to comment. My client remained, however, adamant that it was not him

despite him agreeing it sounded precisely like him, using words he might otherwise use, with

his intonations and accent unmistakay hi m. Was my <client simply I

The Need to Verify the Integrity and Authenticity B¥idence

Althoughnews media organizations academi, and other institutions have a necessaryand
compellinginterest to ensuretheir contentis real and verifiable, the loss of content
authenticity could have far greateiconsequencesin the realm of law. Strict and specific

rules and regulationsgovernhow evidencecan be admitted and presentedinto the

courtroom The mere existence ofynthetic content anddeepfakesmay introduce doubt into
court proceedings.This applies @rticularlyin criminal caseswhenjustice and an

i ndi v fredom drédasstake, and eventhe smallestsliver of doubt can undermine a
case. Without proper evidence handling by law enforcement agents, strict adherence to the
chain of custody of evidentiary information, advanced, collaborative digital forensic analysis,
and judicial education, deepfakes could threaten the trust and stability of the jathl

system.

One of the underlying principles of American democracy is founded in due process of our
judicial systemto guarantee the right of a fair trial The court presumes that digital images,
videos, bodyworn camerafootage, and security camerdootage presented incourt are



authentic and real. While media forensic experts regularly testify, we may soon need experts
attuned to synthetic media technologieso testify, as well Here are the core stakeholders:

1 Law Enforcement Agencies (LEA8)cluding local, state, tribal, and federal law
enforcement agencies who are responsible for investigating crimes, documenting,
and safeguarding evidence. Deepfakes could be collected as evidence and
unwittingly passed on to the prosecution. Additionalli,could be possible for a
malevolent actor to hack into the digital storage of evidence and corrupt data or add
deepfakes.

T Lawyers Both the prosecution and defense are responsible f@nsuring evidence
presented in a case was legally acquired, &ccurate, and has not been tampered
with in any way.

T Judges Among other duties, judges are responsible for determining whether
evidence submitted by the prosecution or defenss admissible.

T Juryln a cri minal t rdetarinine the innocence or udt offhe b i s t o
defendant; in a civil trial jurors must determine whether the defendant is at fault for
the offense and to what extentThe reverse CSleffeer e f er s t o a juryos
any piece of digital evidence, no matter how convincing, could be a deepfake.
Therefore, without ironclad proof that a piece of evidence is not a deepfake, the
evidence is less trustworthy. This would put the burden on lawgéo prove that the
video and audio evidence they are relying on is re&h. order to carry out their job, the
jury may need to receive specialized education and training to understand the basics
of deepfakes.

1 Forensics ExpertsAlthoughmedia and otherforensics experts routinely testify in
criminal and civil cases and many of them may wélave expert knowledge on Al
enabled synthetic content, deepfakes, and associated technologi¢le rapid
development of content generation, detection, and authentication may require
expertsto continuously evolve their understandingf this issue.

Use Case #2: Broadcast Environment

Use Casein March 2022, social media platformsirculated a breaking news video of

Ukrainian President Zelenskyy urging soldiers to surrender in their fight against RugSiee

Figure 1) Speaking behind a podium, Zelenskyy admitted defeat, acknowledging Ukraine

had o0decided t o r etthuer nn alo nobnadss6 weanrd etfhfaotr t s had
message, however, was fabricatdilikely by Russian disinformation agenciesThat said, if

accepted as truth, the fastspreading video could have impacted the lives of millions and,

potentially, affected the war more than traditional armaments and troops.
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Figurel. Screenshot from Zelenskyy deepfake video compared to a real pret of the Ukrainian
Presidents3

With global conflicts, financial systems, and other fagtoving sectors, there is little doubt

that deepfakes pose a growing threat to society, especialljth mediac o mpani esd abi | i
reach to billions worldwide. As depfakes continue to develop technically, through artificial
intelligence, it will only become easier to fool some of the people or organizations even
some of the time, all which could have disastrous consequences. This may not be too far off.
It has clearly become easier to mimic real people in what appears to be authentic videos

and these videos, if accepted as truth like in the Ukraine scenario, could greatly impact
geopolitical emergencies, political crises, and other world events. That sadr research

and discussions have shown that many hopeful efforts are now taking shape in the
broadcast media and tech space. Of course, future efforts to address manipulated content
will likely be driven by consumer demands, company financial concerns, and reguhator
oversight.

The Need to Identify and Act on Deepfak@s Broadcast Media

In recent years, even lower barriers to the development of highality deepfakes has led to
a surge in misinformation campaigns or realistic news contef®:6 Although traditional
newsrooms may have always wrestled with some fact checking or layers of verification, new
deepfakes may create new challenges for news operations, especially smadleale
companies, and create new concerns over trust in the news mediad journalism. The
evolving deepfake technologies likely present several significant dangers to news media
institutions and professionals which create the need to identify and act against deepfakes.
This challenge extends beyond traditionalews media nstitutions, to include social media
companies which now serve as a primary source of nevasd informationfor many in the
world. Certainly, the broadcast world will not want to faaceputational risk,commercial
losses, legal riskspr government regulatory scrutiny for failing to address the threats:



Reputational Risk Believable deepfakes are making it easier to damage broadcast
compani esd reputations; and thi stigateask wi | |
the underlying technologies continue to evolve.

Commercial Risk News andsocial media rely on fastpaced deliveryof news and

information that compounds the risk associated with deepfakes. The unintentional

distribution of falsified media can lave farreaching effects including damaging
reputations and i mpacting consumer behavio
stock prices.

Legal Risks and Liabilites Deepf akesd i mpact could creat
and liabilities. In the political @ena, a fake video can shift the tide of a tight election

if it is released the day before a votand cause civic unrestin the corporate arena, a
deepfake can cause a companyod6s stock to mo
global markets.

Political Backlash and Regulatory Concerngs China and other countries are issuing
new rules to clamp down on deepfakes, targeting thdistributors not the creators,
broadcastersare likely fearful that increased regulatory scrutiny could add pressure
on them.

Use Caseé#3: RealTime Verification

In an identitybased transaction that enables logical or physical access for credentialed or
registered individuals, both the individual on whose behalf the identity assertion is made
and the organization verifying the assertion have a vested interest in the accuracy of the
assertion. Fraud can result in funds being distributed to the wrong parties and have
immediate remunerable consequences, but it can also have direct adverse impacts on an
org a n i z a tandarostwsrthiness, and reputation. Moreover, it is possible that new
forms of liability and insurance connected to identity risk may emerge in the future, further
complicating the risk organizations assume in identity transactions.

The key directive of identity transactions is to ensure that the person claiming an identity is
the actual person to whom the claimed identity belong&n example to illustrate this use
case could involve depfake voice phishing (vishingWwhichuses cloned voies to
impersonate trusted individuals over the phoné.

Use Casel et us consider a scenario wherein a media company has experienced several
years of financial difficultyand isin the process of getting purchased by a wealthy investor.
The CEO joins the latest board meeting by phone instead of in person due to a scheduling
conflict, whereas all other members are present at company headquarters. His identity is
not authenticated during the phone call. As the other board members discuss the offer and
whether the investor is a good fit for company, the CEO states the investor is not a good fit,
bringing up a safarithe investorwent on, killing an endangered elephant. The CEO suggest
animal activists would protest the company and the brand would be severely damaged. He



concludes that the brand would not recover and the company would not survivAfter the
board members consider this, they take a vote

The next day the CEO received an email thanki
actions. The CEO called the board member immediatétyreport that he did not attend the
meeting. The board member disputes this, recalling the conversation and theteil about

the endangered el ephant, mentioning thike CEOO®6s
the investor has been notified that his offer is rejected, and indeed he has been. As a result,
the incident is made publ i significanddamageswitcmmamp any 0 s

media articles questioning how such a tech giant could let this happen. In addition, users of
the platform have concerns about their own information being secure

The Need to Verifydentity in RealTime Interactions

Identity verification is a key component dflentity, Credential and Access Management
(ICAN) systems¢ and modern systems typically verify identities using multiple factors in a
methodology commonly referred to as multactor authentication, or MFA. The composite
representation of an identity using multiple factors is statistically stronger than any one of
the factors alone and organizations implementing MFA reduce identity risk by strengthening
their authentication methods. As an example, a fodetter PIN would offer a false accept
rate of approximately 0.01% alone, i.e. 1 in 9999 attempts has a chance pfoviding access
to an unauthorized userlf the ICAM system using the PIN as an authentication factor
however,were to add face biometric verification as a second factor and utilize a face
recognition algorithm that yields no more than 5 false positivesit of 100,000 matches, the
combination of two factors can bring the false acceptance rate down to 0.00005%.

Authentication factors come in three categories:

AWhat one knowsFactors the person demonstrates knowledge of, such as a password or a
PIN

AWhatorehas:Fact ors the person is in possession of
license
AWnhatoneisFact ors i ntrinsi c,sucloas thdirbioneteiossonds i dent

While biometrics have traditionally been considered as harder to compromise (not to
mention convenient in comparison to multiple passwords or more secure than physical
identity tokens), an increasing acceptance of ngoroctored authentication use cases has
also broadened the threat landscape, leading organizations to integrate variousuida
detection and mitigation measures. The interest in contactless and remote transactions,
which was growing prior to the pandemic, has only accelerated with Cel/&d

3 According to the General Services Administratidentity, Credential and Access Management (ICAM) comprises
the tools, policies and systems that allow an organization to manage, monitor and secure access to protected
resources.



When the factor of authentication in a reaime verification transaction includes the
presentation of an image, video, or audio, as is the case in biometrics, the threats to the
security of the transaction include more than the baseline cyber security risks that underlie
all computer systems and components. As depicted in the flow diagramidoe (Figure 2y,

while each system component and the transmission of data between each component adds
to the vulnerability of the system, the biometric nature of the system introduces additional
vulnerabilities.
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Figure2. Authentication Process Flow

According to ISOEC 30107-3:2017, the international standard on biometric presentation

attack detection, a presentation attack 1is th
characteristics to a biometric capture subsystem in a fashion intended to interfere with

system o | i &PRresedtation attacks can be in the form of gummy fingers constructed with

an i mpression of someoneds fingerprints, an a
voice, or a face video of an account holder replayed to gain access. In the case of face or

voice recordings, these can be genuine recordings of the actual person captured (or

downloaded from the public internet) by an attacker, or recordings generated synthetically

using the likeness of the person. The latter, deepfakes, are becoming an increagty

concerning threat and the current state of the technology does not offer a lot of options to

detect them.

Traditional presentation attacks are better known and more easily developed, and attackers
fall on them more easily, even though arguably genéirgg a deepfake video that can
synthesize the victim saying a specific sentence or performing a challergsponse action

or mimic can be easier than creating these recordings only using existing material belonging
to the victim.



A Generalized Frameworlof Combatting Deepfakes

Given the dangers of deepfakes, organizations both public and private are adapting to these
threats. Our review of actionsigainst deepfakes and manipulated media in general

suggests a frameworko combat deepfakesand support bestpractices(See Appendix A for

a graphic representing the Framework, Appendix B for a checklist to assess your
preparedness, and Appendix C for current actiomsigned to these steps)

1. Establishpoliciesand supportlegislationthat allow organizations tescrutinize media
and act appropriately when necessary

Develop the capability tadentify deepfakes

Advanceways todemonstrate the integrity authenticity and provenanceof media
Act appropriatelywhen problematic deepfakes areletected

Proactivelyengineer the environmento reduce the effects of deepfakes

apwN

EstablishPoliciesand SupportLegislation

The establishment of policiegnd legislationto provide the basis forscrutiniang media and
acting appropriately when necessary is the first line of defense against deepfakes. Social
media platforms, especially the large ones such as Meta, YouTube, and Twitter, have been
proactive in establishing policies against synthetic and manipulated medi@overrment has
also seen the needto take action and have enactedegislation against deepfakes.

Identify Deepfakes

Mitigating the effects of a deepfake is more effective if you are able ikentify and separate
it from t he s e aMalihcomparey engage ieffortetd ideatify
inappropriate content before it is posted, as well as, flag content after it is on their site. This
identification effort includes technological advares, use of content and review teams, and
partnering with users and other thirgbarties. Solving for timely identificatiorof deepfakes

will be key in stemming the most serious threats.

DemonstrateIntegrity, Authenticity, and Provenancé11.12

Existingmeasuresto demonstrate integrity and authenticityvaryin technique and
effectiveness and some have universalacceptanceas a standard adopted acrossdifferent

4 Forthe purpose of this paper, we define integrtyy’ NBf [ GA 2y (2 (GKS LINRPOS&aa 2F daAyli
defined in ASTME1732¢p 6 G { GF yYRI NR ¢SNN¥AyYy2f 238dlwSHENRIGSAE (2F CRAMNEHAAN
the data presented is complete/aR  dzy' | f § SNB R a A y @&heiitigityp8madiyfmean®tp daidatd G A 2 y €
that the content is legitimate. Provenangaimarily establishes technical documentation of the origins of content,

its history to include any alterations, and chaincaktody. For examp] a journalist video records an interview

with a politician. The recording is uploaded and shared on Twitter. Integrity means that the video file is forensically
unaltered. Authenticity means that the video is verified to be the acteabrding of the actual interview with the

politician. Provenance could mean that the hardware used to create the original video file creates metadata that

details the origins, technical, and record keeping information of the file, any changes, wheredissaminated,

and so forth.



domains, applications and use cases Advancesin technologyhave evolvedsome of these
standards, as cryptography computer science and digital forensic analysishave improved
(See Appendix D for more on current efforts in ICAM technologies)

Act Appropriately

Companies and oganizationsmust address the challenge of appropriate response®nce a
companyor organizationhas identified a deepfake, there ishe challenge of what action is
necessary. Should all manipulated media be deletemt removed What actions shouldhe
companyor orgarzation take against the media, channels, individuals who posted the
content, and/or content creators? How do they decide what to do?

Engineer the Environment

Companiesand organizationscan engineer the environmento promote the truth and
reduce the efects of deepfakes.Creators can proactivelgmbed authentication measures
into their content. Organizations utilizingeal time interactions, can literally engineer the
environment in ways that can defeat attempts to use deepfake$roadcasters have
multiple options foraction, such as the support of authoritative voices, education of the
public andinternal workforce, and the building of collaborative relationship€ompanies
and organizationscan do more than react to manipulated antent when it arises. They can
take proactive actions to reduce risk and build resiliency and capabilities before a crisis
event occurs.

Future Efforts to Combat Deepfakes

It is clearthat public and private organizations neediar more robust measures and
strategies to combat deepfake technologies. That saidur research and discussions have
shown that many hopeful efforts are now taking shape. Future efforts to limit deepfake
influence will coaksce around the social, economic and political pressures. As we have seen
earlier, the motivations to address to deepfake technologies in the broadcast environment
are manifoldfifrom consumer pushback to reputational damage. The likely motivations and
the future efforts will be far different for public and private organizations. For instanaee
envision efforts will require the technology competency or standardization of leading U.S.
government departments and agencies, as well the efficient outreach andlidery of private
companies.Weassess that future effortsagainst deepfakeswill vary basedon the relative
strengthsand weaknessesof private and publicorganizations

EstablishPolicies andSupportLegislation

Public Policy and LegislativActions: As the U.S. government seeks to counter
deepfake technology, the U.S. Congress may take actions to pass legislation aimed at
creating new standards, tools, and leadership around counteracting deepfake



threats. In 2021, Senators Rob Portman (®H)and Gary Peters (BMI) introduced
the Deepfake Task Force Act, which includes tech and media participants. That
legislation, yet to be passed, received strong support from technology leaders and
industry. It will likely either move forward or form the basis for future attempts to
address the problem of altered digital content in the broadcast space.

New Government Agencies or Departments New Requirementsin response to the
growing threat of misinformatio, the U.S. government could seek to establish new
federal agencies or organizations to identify manipulated content threats, share
information, and assist with alerting broadcast media companies, public
broadcasting organizations, and audiences about fadsand misleading content.
Similarly, in 2018, the U.S. Congress created the Cybersecurity and Infrastructure
Security Agency (CISA) under the Department of Homeland Security to address
cybersecurity threats to critical infrastructureAlternately, new requrements could be
levied on existing agencies taddress these challenges themselves.

First Amendment Considerationsn the Lhited States, any legislative restrictions
against the creation of synthetic content and deepfakes will likefgice First
Amendment challenges3 The First Amendment protection of expression is unique in
its scope, integrity, and strength4 Should Congress or the couwstfind it necessary to
take action against the misuse of synthetic content, society will still need¢ontend
with those actors undeterred by any legislative and/or judicial restriction. Deepfakes
present a different take on the eternal struggle of balatirg the interests of theFirst
Amendmentand the publicgood. Astechnology advances, Congress and the
Supreme Court must decide how to reconcile fundamental constitutional freedo#ss.

Identify Deepfakes

New Technical Standards & Data Labelinghe U.S. government will likely continue to
move forward with plans to create more standards for commercial enterprises,
including newsand socialmedia, for the detection and mitigation of deepfake
technologies andadversarial content. As with Identifying Outputs of Generative
Adversarial Networks (IOGAN) Act (H.R. 4355), the U.S. Congress seeks to direct
national agencies to conduct research and develop measurements and standards on
deepfake technologies.

New Detction TechnologiesFuture efforts will continue to emerge to address the
technical needs related to deepfake technology production and detection. We expect
to see more highprofile initiatives, like the Deepfake Detection Challeng®FDC), an
open, colldborative initiative to produce innovative new technologies to detect
deepfakes and manipulated media. Launched in December 2020, the DFDC brought
together 2,114 participants who submitted more than 35,000 models to the
competition 16

New Entrantsinto Deepfake Defense Technologiesn the past few years, several
startups have emerged to tackle deepfake threats with innovative solutions to



counter fake content. Given the financial and legal motivations outlined aboweg
assess that there is growingpace for technology startups and service providers
offering deepfake identification platforms. As these detection and mitigation
technologies become more prevalent, it may lower service fees for a broader range of
broadcast and media clientele.

Developng and Utilizing Large Training Data Sef&iere is increasing industry

interest in seeking guidance and helfrom the National Institute of Standards and
Technology (NISTip developing and utilizing large data sets to train systems and
improve performane. As an example, Paravision, provider of one of the leading face
biometric technologies, is currently developing deepfake detection algorithms in
response to a request from a L$. government agency and &oreign partner
intelligence agencyt’ Leaders fromthe company have acknowledged that a crucial
part of the development process involves generating largabeled data sets to train
and test algorithms.

Using ldentifying Factors Accompanying the Transmitted Ddftarensic methods that
do notattempt to detect the deepfakes from the transmitted (and modified) signals
but instead consider all the identifying factors accompanying the transmitted data
(such as a verified source, digital signatures, etc.) are also under consideration
against deepf&kes, and utilizing these methods as yet another authentication factor
that contributes to the overall strength and assurance of an integrated system is the
approach we expect to continue.

Demonstrate Integrity and Authenticity

Standardzed Data Labeling & Attributionin the years ahead, broadcast and media
content may need to adopt innovative labeling or attribution standardshe Content
Authenticity Initiative CA) and Coalition for Content Provenance and Authenticity
(C2PA are working to create new labeling standards stigital content, such asnews
media, photography, digital artand video recordingsannot be secretly altered.
Perhaps the keystone element iestablishing trustin the origins and life cycle of
digital cortent, this effort endeavors b implement a technical standardhat is
ubiquitouslyinterfaceable with content creatorsconsumers,broadcasters, hardware,
and software.A transparent audit log will reveal any content edits or alterationmsa
cryptographically secure fashionproviding viewerswith the knowledge of if the
content they consumed was modified in any way since it was originaitgated.
Figure 3shows howcontent leveraging CAI standards woukktablish digital
provenancethrough every step of the process from creation to viewing.
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Figure 3. Provenancesupportingsignatures can be embedded in digital content at
each step in the process from content creation to viewing, includiimgmultiple
editing steps.(Graphic provided courtesy of Adobe, Inc.)

Perceptual image hashingThisis a newer technique thaincorporates machine
learning to achieve higher success of image identification and retrieval through
similarity analysis including duplicate, near duplicate, and similar images. This
method also achieves higher confidence in authenticating images and taerpg
detection in many cases including against digital watermarking, noise addition, and
contrast adjustment or scalingt® Instead of assigning enciphered text to label an
image purely based on the underlying bit data, perceptual hashing can assign the
same hash value for similar images. Deep perceptual hashing methods, which
incorporate deep learning and perceptual hashing, enhance accuracy and speed of
image detection within large databasesand improveimage authentication and
tamper detection.

Blockchain Authentication and Data IntegritfNewer technologies such as blockchain
could also provide some utility in authenticating images and data integrity. Recent
research had demonstrated proof of concept of a blockchabased system

integrating seveal different algorithms for image authentication with mixed success
against modifications such as blur, crop, rotation, and image fip.The primary
advantage blockchain frameworks could have is the lack of a central authority in the
system, which in thery eliminates a possible point of failure.



Labeling and Referencing against Databasebnages that are deemed to be
inauthentic synthetic content could be labeled and assigned a hash value which
could be cross referenced against proposeddatabase of existingdeepfake content
Thisstrategycould help mitigate against resilient deepfake content that sustains a
presence across social media platforms. These techniques can also be useful in
identifying content that has been manipulated in some way brgmains saliently
similar to the original content.

Act Appropriately

1 Effective Labeling of Manipulated Mediathe Partnership on Al and First Draft have
come up with a set of twelve design principles for labeling manipulated medieat
include: dondt attract attention to the mi
easy to process; encourage emotional deliberation and skepticism; offer flexible
access to more information; use a consistent labeling system across contexts; repeat
the facts, not the falsehoods, eté® More research could be done to determine the
most effective ways to label manipulated media and protect the public.

Engineer the Environment

Crossindustry PartnershipsSeveral industry partnerships are leading the wao
stem deepfakes in media, including C2PA and CERPA, which includes members
Adobe, Microsoft, Arm, Intel TruePic, and the BBC, released its first version of its
technical specification for digital provenance in early 2022Announced by Adobe in
2019, CAl was formed in partnership with Twitter and the New York Tifhasd it
clearly looks to create new opportunities for the media space.

New Educational and Training Suppors the U.S. government has moved to support
cybersecurity in leadingengineering and computer science programs, the U.S.
government could work with industry to create new training materials and
educational requirements for journalism, technology, and other impacted industries.
Despite the technical aspects, many experts sayrrent deepfakes rarely outsmart
human intuition, due to slight nuances like eye blinks and gestures; this suggests
proper training could thwart some deepfake threat§See Appendi for more on
educationand awarenessefforts)

o Law enforcement Education and AwarenesEducate relevantpersonnel
including patrol officers, evidence, technicians, investigators, and command
staff. Include a basic overview of whatynthetic content anddeepfakes are,
how they are made, examples dheir usage and methods to detecthem.
Integrate this type of training into already existing training suels digital
forensics, chain of custody, antbest practices for protecting digital evidence,
includingbody worn camera footage, from tampering.

o Juror Education to Pr eétmhpaybenbcessaty®ever se
consider bolstering juror instructionto augment the already existing forensic



experts who routinely testifyto account for the proliferation of synthetic
content and deepfakesthat may inevitably come to the courtroomThis
recommendation comes with the following caveat: It is possible that by
educating jurors about deepfakes and the reverse CSI effect, legal officers
could end up creating the problem they are trying to preemgithis
recommendation requires further study before being operationalized.

Increase FederalStated ocalTribal Collaborationindividual police departments do
not necessarily have the time, spacegsources expertise or personnel to devote to
in-depth digital forensics work. As technology advances, it can safely be assumed
that a growing majority of cases will include digital evidence and that the amount of
evidence per case will also increase.

o Increase the size and scope gfrograms likethe Regional Computer Forensic
Laboratory programThere are currently 17 Regional Computer Forensic
Laboratories (RCFLs) run by the Federal Bureau of Investigation in partnership
with other federal, state, and local enforcement agencies. According to the
RCFlwebsi te, the o0l aboratories provide fo
support law enforcement agencies in collecting and examining digital
evidence for a wide range of investigations, including child pornography,
terrorism, vi ol &RGLsorcampaeable emtitiebcodldrba ud . 6
ideally situated to deal with deepfakes in digital forensics

PublicPrivate Technology Cooperation & Research Suppdiitte U.S. government has
the technology competency and resources to advance technichtection and

support for the broadcast environment, particularly smaller players, through greater
cooperation and research support. The U.S. government currently supports grants
and technology integration services programs for specific programs and irtitias. It
could create new projects and directives to encompass these threats to media and
broadcast entities, in the public and private spheres.

Partnerships and Competency Assessment§o combat deepfakes, the relative
competencies and deficits of pubti and private institutions could be assessed and
form the basis for partnerships and collaboration. The strengths of one organization
could help improve the defenses of another. The U.S. government will likely continue
to pursue valuable publieprivate patnerships to boost at risk media and

broadcasting organizations from the deepfake threat



Whatnext?

Regardlessof the environment, the ability of individuals and organizationsto mitigate the
threat posedby deepfakeidentities will depend upon a partnership betweenthose directly
responsiblefor producingand deliveringmultimedia content and those consuming t. It is
the responsibilityof all those engagedwith such content to understandtheir options for
verifyingthe messagethat content delivers. Individualsand organizationsshould take steps
to ensurethat they and their personnelare aware of the risks and resourcesavailableto
addressthose risks.
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